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Abstract Conservationists are increasingly relying on distribution models to predict

where species are likely to occur, especially in poorly-surveyed but biodiverse areas.

Modeling is challenging in these cases because locality data necessary for model formation

are often scarce and spatially imprecise. To identify methods best suited to modeling in

these conditions, we compared the success of three algorithms (Maxent, Mahalanobis

Typicalities and Random Forests) at predicting distributions of eight bird and eight

mammal species endemic to the eastern slopes of the central Andes. We selected study

species to have a range of locality sample sizes representative of the data available for

endemic species of this region and also that vary in their distribution characteristics. We

found that for species that are known from moderate numbers (N = 38–94) of localities, the

three methods performed similarly for species with restricted distributions but Maxent and
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Random Forests yielded better results for species with wider distributions. For species with

small numbers of sample localities (N = 5–21), Maxent produced the most consistently

successful results, followed by Random Forests and then Mahalanobis Typicalities.

Because evaluation statistics for models derived from few localities can be suspect due to

the poor spatial representation of the evaluation data, we corroborated these results with

review by scientists familiar with the species in the field. Overall, Maxent appears to be the

most capable method for modeling distributions of Andean bird and mammal species

because of the consistency of results in varying conditions, although the other methods

have strengths in certain situations.

Keywords Maxent � Mahalanobis Typicalities � Model evaluation �
Species distribution models � Random Forests

Introduction

Species distribution models (SDMs) are a useful tool for estimating the potential for

species to occur in areas not previously surveyed (Guisan and Thuiller 2005). Models have

utility for conservation (Rodrı́guez et al. 2007) because they can (1) direct biological

surveys towards places where species are likely to be found (Raxworthy et al. 2003; Engler

et al. 2004; Bourg et al. 2005), (2) provide a baseline for predicting a species’ response to

landscape alterations and/or climate change (Thuiller 2003; Araújo et al. 2006), and (3)

identify high-priority sites for conservation (Araújo and Williams 2000; Ferrier et al. 2002;

Loiselle et al. 2003; Wilson et al. 2005). Constructing a SDM relies on a description of the

species’ relationship with its environment to depict areas within a region of interest where

the species is likely to occur. The species-environment relationship can either be defined

by a biologist familiar with the species or by analyzing the environmental conditions at

points of known occurrence in a statistical analysis to construct a definition of the species’

relationship with its environment. The analytical approach can be used to model species

whose habitat requirements are poorly understood and can be developed at any spatial

scale. They are limited only by the availability of environmental data and species locality

data. The challenge of using SDMs in poorly-studied landscapes is that the condition of

species locality data available is usually less than ideal for modeling. Data are often not

collected by systematic surveys but instead gathered in an ad hoc fashion from many

different sources, including museum collections, the literature, and unpublished observa-

tions. Collection dates can span many years and often were obtained before the widespread

use of global positioning systems (GPS) and therefore cannot be geo-referenced with high

levels of spatial precision. Finally, the number of records available for any given species is

usually limited because of the lack of survey effort and because species of conservation

concern generally have relatively limited spatial distributions and are therefore infre-

quently observed. Modeling with small numbers of spatially imprecise localities is

challenging but not impossible (Pearson et al. 2007). Numerous species distribution

modeling methods are available (Guisan and Thuiller 2005) and some methods have

proven to be more effective under certain modeling conditions than others (Elith et al.

2006; Hernandez et al. 2006). Our goal here is to test several promising methods for

developing SDMs to determine which yields the best results for a variety of species

occurring in the poorly-surveyed but highly biodiverse region of the eastern slope of the

Andes in Peru and Bolivia.
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Recently several comparative analyses have investigated the efficacy of different

methods for modeling species’ distributions (Segurado and Araújo 2004; Elith et al. 2006;

Hernandez et al. 2006; Tsoar et al. 2007). While some methods are more effective at

predicting species’ distributions than others, no one modeling method has proven to be the

best in all situations. Many interacting factors can influence model performance, such as

the quantity and quality of the species occurrence data, the accuracy and completeness (i.e.

inclusion of all relevant factors contributing to the processes driving the species’ distri-

bution pattern) of the environmental data, the spatial scale (extent and size of analysis

unit), and the ecological characteristics of the species being modeled (Segurado and Araújo

2004; Elith et al. 2006; Hernandez et al. 2006; McPherson and Jetz 2007).

When modeling species inhabiting regions that are poorly-surveyed, the purpose may be

to generate potential distribution maps for many species with as much confidence as

possible, thereby providing baseline biological diversity information previously unavail-

able. We have designed our comparative research to identify a modeling method that

would be most effective for achieving these objectives. Previous comparative studies

demonstrated that Maxent, a statistical mechanics approach, performs very well (Elith

et al. 2006; Phillips et al. 2006) even with small samples (Hernandez et al. 2006), thus

making it an obvious candidate. Two new promising methods that use very different

approaches to developing an SDM we also chose for comparison. They are Mahalanobis

Typicalities, a method adopted from remote sensing analyses (IDRISI 2006), and Random

Forests, a model averaging approach to the non-parametric procedure classification and

regression tree (CART) (Breiman 2001). Researchers have demonstrated that both methods

can produce useful results although neither has been formally compared to each other or

Maxent. Here we compare the ability of these three very different methods to predict the

spatial distributions of a sample of 16 montane bird and mammal species on the eastern

slope of the Andes in Peru and Bolivia. The results should provide useful guidance to

practitioners about the best approaches for modeling multiple species’ distributions in

poorly-studied landscapes.

Materials and methods

Species locality data

We modeled the distributions of eight bird and eight mammal species endemic to forested

habitats on the eastern slope of the Andes in Peru and Bolivia (Table 1). The species were

selected to have a range of sample sizes representative of the data available for the 170 bird

and mammal species endemic to the region. Twelve of the selected species have small

samples (5–21 unique records) while the other four have larger samples (38–94 records).

The species selected ranged from having relatively restricted to widespread geographic

distributions throughout the Andes of Peru and Bolivia.

We obtained locality records for each endemic bird and mammal species from natural

history museums, published literature and reliable observational data (see Acknowledge-

ments for list of contributors). When specific geographic coordinates were not provided for

a locality, we used maps and gazetteers to assign geographical coordinates to these records.

Then scientists with expertise in the species’ distribution reviewed the data to correct any

errors in geo-referencing or taxonomic status as reported by the data provider. These

specialists included IF, SKH, THV, VP, JVM, and the scientists listed in the
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Acknowledgments. The species locality data were developed as part of a larger study

designed to model hundreds of endemic species of this region (Young 2007).

Environmental data

We used 11 environmental variable layers that described the climatic, topographic and

vegetation cover conditions (Table 2). Each layer was converted to the study’s geographic

projection (a customized Lambert Azimuthal Equal Area), resampled to 1 km resolution (if

provided at a finer resolution) and clipped to the general area where the 16 focal species

occur and buffered by 100 km. Elevation, slope and topographic exposure layers were

derived from the Shuttle Radar Topographic Mission dataset (SRTM; available at

srtm.csi.cgiar.org). Climate data were obtained from the Worldclim bioclimatic database,

which houses 19 summary variables of precipitation and temperature for the 1950–2000

time period (Hijmans 2005; available at http://www.worldclim.org). We performed a

correlation analysis to identify a subset of climatic variables that were not correlated with

each other and also not correlated with elevation. We used Moderate Resolution Imaging

Spectroradiometer (MODIS) data to derive three layers that represent estimates of vege-

tation cover. We obtained one MODIS layer, percent tree cover from the global vegetation

continuous fields (Hansen et al. 2003) and derived the other two by entering the Enhanced

Vegetation Index (EVI) layers of the 16-day vegetation indices for the years 2001–2003

into a standardized principle components analysis (PCA). This is a commonly used data

reduction technique of multi-temporal remotely sensed imagery (Hirosawa et al. 1996).

The first two axes of the PCA represent vegetation structure and temporal dynamics

Table 1 Endemic bird and mammal species modeled and the number of unique localities available for each
species. Nomenclature follows Wilson and Reeder (2005) and Remsen et al. (2006)

Order Family Species English common name Unique
localities

Chiroptera Phyllostomidae Carollia manu Manu Short-tailed Bat 7

Didelphimorphia Didelphidae Gracilinanus
aceramarcae

Aceramarca Gracile
Opossum

12

Primates Pitheciidae Callicebus oenanthe Rio Mayo Titi 8

Rodentia Echimyidae Dactylomys peruanus Montane Bamboo Rat 5

Rodentia Cricetidae Akodon aerosus Yungas Akodont 70

Rodentia Cricetidae Akodon surdus Slate-bellied Akodont 5

Rodentia Cricetidae Akodon torques Cloud Forest Akodont 38

Rodentia Cricetidae Lenoxus apicalis White-tailed Akodont 11

Apodiformes Trochilidae Aglaeactis castelnaudii White-tufted Sunbeam 18

Apodiformes Trochilidae Loddigesia mirabilis Marvelous Spatuletail 6

Passeriformes Formicariidae Grallaria capitalis Bay Antpitta 8

Passeriformes Formicariidae Grallaria blakei Chestnut Antpitta 7

Passeriformes Tyrannidae Phyllomyias sp. nov. A newly-described
Tyrannulet

9

Passeriformes Turdidae Entomodestes leucotis White-eared Solitaire 73

Passeriformes Emberizidae Atlapetes rufinucha Rufous-naped Brush-Finch 94

Passeriformes Emberizidae Atlapetes melanolaemus Black-faced Brush-Finch 21
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respectively. Data for the three layers were summarized within a 5 km moving window in

an attempt to resolve the spatial mismatch between the low spatial precision of the species

locality data and relatively high spatial precision of the MODIS satellite data. Specialist

review of trial runs with a larger set of bird and mammal species from this region dem-

onstrated that summarizing the MODIS data in this manner yielded superior models than

unsummarized MODIS data or MODIS data summarized for different-sized moving

windows (Young 2007).

Modeling methods

Species locality data were prepared for input into the three modeling methods. First we

filtered the data so that there was only one record per analysis cell for each species and then

Table 2 Environmental predictors and their data sources

Variable Data source

Mean Temperature diurnal range Worldclim (http://www.worldclim.org)

Isothermality Worldclim

Precipitation of wettest month Worldclim

Precipitation of driest month Worldclim

Precipitation seasonality Worldclim

Elevation SRTM digital elevation data provided by CGIAR
(http://www.srtm.csi.cgiar.org/)

Slope Degree of slope (maximum rate of change in
elevation from each pixel to its neighbors)
derived from the SRTM digital elevation data

Topographic exposure Expresses the relative position of each pixel on a
hillslope (e.g. ridge, valley, toe slope). It is
calculated by determining the difference
between the mean elevation within a
neighborhood of pixels and the center pixel.
The difference is determined over a number of
neighborhood windows and averaged in a
hierarchical fashion (more weight given to the
smallest window) to produce a standardized
measure of topographic exposure.
We calculated topographic exposure using
an ArcInfo application by Zimmermann (2000)
on the SRTM digital elevation data using
three neighborhood windows of 3 9 3, 6 9 6
and 9 9 9.

Percent tree cover summarized within
5 km moving window

MODIS Global Vegetation Continuous Fields
sourced from http://www.glcf.umiacs.umd.edu/
data/modis/vcf/data.shtml (Hansen et al. 2003)

Principal component axis 1
of temporal MODIS EVI
data summarized within 5 km
moving window

MODIS Vegetation Indices 16-day data product
sourced from the NASA EOS data gateway

Principal component axis 2
of temporal MODIS EVI
data summarized within 5 km
moving window

MODIS Vegetation Indices 16-day data product
sourced from the NASA EOS data gateway
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partitioned the data into records used for training the model and those set aside for model

evaluation. Data partitioning methods and subsequent evaluation differed by species

depending on the number of localities available. Details are discussed in the evaluation

section.

(1) Maxent. Maxent utilizes a statistical mechanics approach called maximum entropy

to make predictions from incomplete information. It estimates the most uniform distri-

bution (maximum entropy) across the study area given the constraint that the expected

value of each environmental predictor variable under this estimated distribution matches its

empirical average (average values for the set of presence-only occurrence data). Detailed

descriptions of the Maxent’s methods can be found in Phillips et al. (2004, 2006). Max-

ent’s predictions are ‘cumulative values’, representing, as a percentage, the probability

value for the current analysis pixel and all other pixels with equal or lower probability

values. The algorithm is implemented in a stand-alone, freely available application. In this

study we considered each environmental variable (linear features) and its square (quadratic

features). Because both Maxent and Random Forests utilize pseudo-absence (i.e. back-

ground) data, we generated the background data independently of both applications in an

effort to standardize the input. Here pseudo-absence data were generated by randomly

selecting 10,000 analysis pixels for each species that were not within 5 km of any known

locality of the species.

(2) Mahalanobis Typicalities. The Mahalanobis Typicalities function is traditionally

used as a method for classifying remotely sensed imagery (Foody et al. 1992) and has only

recently been applied to the task of species distribution modeling by members of Clark

Labs (R. Eastman, personal communication, 2006). Mahalanobis Typicalities calculates a

similarity metric based on the Mahalanobis distance measure, the distance computed using

the mean conditions at known localities described by environmental predictors and the co-

variance between these predictors (Farber and Kadmon 2003). Mahalanobis Typicalities

predictions (labeled typicality probabilities) are derived by rescaling Mahalanobis dis-

tances to values ranging from 0 to 1.0, where pixels with a value of 1.0 would have

conditions identical to the multivariate mean, and values close to zero are at the edge of the

distribution (IDRISI 2006). The Mahalanobis Typicalities application is available in the

Andes edition of IDRISI (2006). See software documentation for more details on its

methods.

Given that Mahalanobis Typicalities equally weights each environmental predictor

variable, it does not perform well when the ratio of the number of species localities to

environmental predictors is small. We therefore created a second Mahalanobis Typicalities

model (‘Mahalanobis Typicalities 2’) for the 12 species with 25 or fewer localities by using

only three or four predictors to formulate the model. The variable set for each species was

selected based on a jackknife test performed by Maxent. The Maxent test for determining

variable importance creates several models using the same occurrence data but varies the

predictor variable set. A model is generated using each predictor alone, or created leaving

out just one predictor at a time. The loss in modeling performance is compared to the

model generated with all predictors. The variables selected for the Mahalanobis Typical-

ities 2 run either had the two highest model gains when used on their own or, when

excluded from a model, produced the two greatest losses in model performance. Only runs

generated using all occurrence data available for a given species were used to select these

variables. Often the same variable would be in both categories, therefore the selected

variable set usually contained only three predictors.

(3) Random Forests. Random Forests is a machine-learning version of the CART

procedure (Breiman 2001). CART is a non-parametric, data-driven algorithm that
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constructs a dichotomous tree using environmental predictors to describe the conditions at

suitable and unsuitable locations for a species occurrence (Breiman et al. 1984). Random

Forests builds multiple trees (in this study 1000) using randomly selected (with replace-

ment) subsets of both the environmental predictor variables and species occurrence data. A

final tree is constructed based on an average of all trees (Breiman 2001; Lawler et al. 2006;

Prasad et al. 2006). We implemented this modeling method using the randomForest
package in the R statistical software (R 2.1.1 2005). The parameter for the number of

predictor variables to be randomly selected at each split was set to three as suggested by

developers based on the total number of predictors considered. The trees constructed were

classification (instead of regression), so the outputs are predictions of the probability of an

analysis pixel being classified as suitable for occupancy. The same pseudo-absence data

used in the Maxent model were also used in the Random Forests implementation.

Model evaluation

Partitioning methods and evaluation differed by species depending on the number of

localities available. Data for the four species with over 25 locality records were randomly

sampled to obtain a dataset of roughly 75% of the localities for training and the remaining

25% for model evaluation. The data were divided this way 10 times to produce 10 replicate

datasets for each of the four species. The presence locality data set aside for evaluation

were merged with 10,000 randomly selected background pixels and the subsequent data

entered into a receiver operating characteristic (ROC) plot analysis to derive the evaluation

metric AUC (Fielding and Bell 1997; Phillips et al. 2006). The ROC is a plot of the true-

positive fraction against one minus the specificity (equivalent to the false-positive fraction)

for all possible thresholds (prediction value above which model predictions are to be

considered a positive). The area under the ROC curve (AUC) is a measure of model

success because a curve that maximizes true-positive predictions and minimizes false-

positive predictions will have AUC values approaching 1.0 and could be considered a good

model. A model with an AUC close to 0.5 is considered to be no better than random. The

advantage of AUC over the traditional confusion matrix-derived evaluation metrics is that

it is threshold independent and therefore not affected by the arbitrary selection of a model

threshold, which can bias model evaluations. The background pixels for this analysis were

selected using the same method as for the training pseudo-absence pixels for Maxent and

Random Forests such that selected pixels for a species could not be within 5 km of any

locality record of the species.

We used a ‘leave-one-out’ method to evaluate models for the 12 species with fewer than

25 localities (Fielding and Bell 1997; Pearson et al. 2007). The number of models gen-

erated for a species was equal to the number of localities available for that species. Each

model was created with a unique training dataset consisting of the entire dataset minus one

locality. Models were evaluated for their ability to predict a positive occurrence at the

locality left out of the model formulation. Data were summed by species to derive an

estimate of prediction success rate. Again, because the arbitrary selection of a model

threshold can bias model evaluations we calculated prediction success rate at a number of

possible thresholds. For Maxent and Mahalanobis Typicalities, thresholds started at and

increased by equal interval of 5 and 0.05 respectively. Given that most of Random Forests’

prediction values tended to be smaller than 0.1, the majority of the thresholds used are

smaller than this value and intervals between thresholds could not be of equal size. Total

predicted spatial area was also determined at each threshold for all models generated. The
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total area predicted is used as an estimate of the probability of success under randomness to

derive a P-value estimate of significance for the prediction success rate (Pearson et al.

2007). A model that predicts a large spatial area has a higher probability of predicting the

left out locality by chance alone, but the utility of this model would be low because it

would likely have high rates of commission error. By controlling for the total predicted

area, the P-value estimate provides a balanced metric of model success.

Results

Most AUC values were greater than 0.90 for the models generated for the four species with

large samples (Fig. 1). As assessed by the AUC evaluation, the three modeling methods

performed similarly for the two species that have more restricted geographic distributions

(Akodon torques and Atlapetes rufinucha). For the two more geographically widespread

species (Akodon aerosus and Entomodestes leucotis), Maxent and Random Forests pro-

duced significantly better models than did Mahalanobis Typicalities. For the four species,

Mahalanobis Typicalities also had the greatest spread of AUC values compared to the other

two methods, indicating inconsistent performance that is heavily influenced by the struc-

ture of the species locality data.

Fig. 1 Species with [25 unique localities: Box plot displaying the interquartile range and outliers around
the median AUC values for the 10 models generated by Maxent (ME), Mahalanobis Typicalities (MT), and
Random Forests (RF)
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The proportion of localities correctly predicted as present (i.e. prediction success rate)

for models generated by the four modeling methods (including the two versions of Ma-

halanobis Typicalities) for species with small samples are displayed for a number of

thresholds in Fig. 2. As one would expect, the rate of prediction success decreases with

increasing threshold. Maxent models at threshold 5 had prediction success rates between

0.8 and 1.0 and decreased to 0 for most species at the largest thresholds. This was generally

the case for most models generated by Random Forests except for two species (Carollia
manu, and Dactylomys peruanus) whose models never reached 50% prediction success for

even the lowest threshold level. These two species had very few localities (N = 7 and 5,

respectively) scattered over a large area in southern Peru and Bolivia. Mahalanobis Typ-

icalities models generated with all 11 predictor variables performed poorly and had success

rates of zero for every threshold in all but two species. Prediction success rate for those two

Fig. 2 Species with \25 localities: Prediction success rate (proportion of localities correctly predicted as
present) at different thresholds of models generated by Maxent, Mahalanobis Typicalities, Random Forests,
and Mahalanobis Typicalities 2 for each species (number of unique localities available are in parentheses)
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species (Aglaeactis castelnaudii and Atlapetes melanolaemus) never reached 0.5. The

Mahalanobis Typicalities 2 models generated with the reduced predictor variable set

indicated by Maxent performed much better than the standard Mahalanobis Typicalities

models, but they still performed poorly for species with fewer than 10 localities. The

prediction success rate measured at the lowest threshold for these species ranged from 0.14

to 0.75.

The P-value test of significance revealed that all prediction success rate values above

0.5 were significant (P \ 0.05) except for Maxent models for Carollia manu at thresholds

of 5, 10 and 15 and Dactylomys peruanus at thresholds from 5 to 20. Prediction success

values (above 0.5) at other thresholds for these species’ Maxent models were deemed

significant.

Discussion

Our results demonstrated consistent differences among models in their performance at

predicting species distributions. Statistical evaluation of the modeled distributions revealed

that Maxent and Random Forests performed similarly except that Maxent worked better for

two species with very small samples that have relatively widespread geographic distri-

butions. Maxent performed well for all species tested regardless of the number of records

or the extent of occurrence. Mahalanobis Typicalities yielded mixed results. Models

generated with the same 11 predictors used for Maxent and Random Forests performed

poorly for virtually all species with fewer than 25 localities. Mahalanobis Typicalities

models formulated with fewer variables (Mahalanobis Typicalities 2) were significant

improvements, but in most cases even these models did not perform as well as the other

two methods according to statistical evaluations. The addition of an internal variable

selection procedure to maximize performance when modeling species with few records

would improve the usability of Mahalanobis Typicalities considerably. For species with

moderate numbers (N = 38–94) of localities Mahalanobis Typicalities performed as well

as other methods for species with relatively restricted geographic distributions but was

outperformed for the two species with widespread geographic distributions. All three

methods produced lower evaluation scores for the two species with widespread distribu-

tions compared to those with relatively restricted distributions, an observation that has been

made previously (Segurado and Araújo 2004; Elith et al. 2006; McPherson and Jetz 2007).

Overall our findings support previous comparative research showing variable model per-

formance related to factors including species’ ecological characteristics and the condition

of model data (Segurado and Araújo 2004; Elith et al. 2006; Hernandez et al. 2006; Tsoar

et al. 2007).

Differences in the spatial predictions of the three modeling methods can be interpreted

by visual inspection of the models (examples in Appendix). Typically Maxent predicted a

larger extent of area with high prediction values than Mahalanobis Typicalities and

especially Random Forests. In two cases, Mahalanobis Typicalities excluded records

located far from the core distribution of a species (e.g. Akodon aerosus (Appendix) and

Entomodestes leucotis (Appendix)). We argue that this characteristic of Maxent is useful

particularly in under-studied regions for identifying unknown sites (Pearson et al. 2007)

and for the purposes of selecting a threshold to convert continuous predictions to binary

values of presence/absence. Maxent’s continuous predictions (Phillips et al. 2006) usually

represent a gradual gradient thereby allowing the flexibility to selecting a threshold that

realistically matches the species’ expected distribution. The more restrictive and overly
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fragmented spatial predictions generated by Random Forests and Mahalanobis Typicalities

are in many cases unrealistic and therefore cause threshold selection to be more difficult.

For mammals, the three modeling methods generated comparable results in many areas

but differed significantly in others. For some species, such as Gracilinanus aceramarcae
(Appendix), Random Forests predicted highly fragmented ranges that are probably eco-

logically unrealistic considering the continuity of habitat and large, unsampled regions

where the species likely occurs. Some of the maps produced by Mahalanobis Typicalities,

such as for Akodon torques (Fig. 3), also suffer from this shortcoming. Random Forests’s

resampling methods are probably an improvement over the traditional implementations of

CART, but the method still tends to predict every locality in the training dataset resulting

in scattered and disjunct predictions compared to the other methods. These resampling

methods are likely to be more effective at reducing over-fitting when working with much

larger datasets. In other cases, such as for Carollia manu and Gracilinanus aceramarcae
(Appendix), Mahalanobis Typicalities was the only model that correctly excluded high-

elevation grassland habitats. For Akodon aerosus (Appendix), Maxent and even more so

Mahalanobis Typicalities incorrectly predicted lowland areas. Only Random Forests cor-

rectly excluded these areas.

The predictions for birds also showed similar visual differences among the three

modeling methods where Maxent tended to predict more area and the other methods

generated somewhat fragmented distributions (e.g. Loddigesia mirabilis (Appendix)). One

independent observation is that the maps for Aglaeactis castelnaudii (Appendix) and to a

lesser degree for Grallaria blakei suggest that Random Forests may produce slightly better

results for species with widely disjunct populations. This result is consistent with what one

would expect from a classification method, which partitions the environment into multiple

nodes allowing the model to effectively account for variations in habitat selection by

spatially isolated populations (Vayssières et al. 2000).

Evaluating predictions derived from few observations

Our observation that different modeling methods can produce substantially different pre-

dictions from the same input (dependent and predictor variables) is not novel (Araújo and

Guisan 2006). However, researchers rarely acknowledge that, without an independent

evaluation dataset with a large number of highly accurate, evenly distributed occurrence

Fig. 3 Example of one replicate predictive distribution models in southern Peru for the rodent Akodon
torques generated with 75% of the available points of known occurrence for training by Maxent,
Mahalanobis Typicalities, and Random Forests. Black dots indicate all available points of known occurrence
for the species
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records, two very different distribution predictions can have similar accuracy values. The

prediction maps for Akodon torques displayed in Fig. 3 each have high AUC values of 0.99

but have very different geographic predictions. Had there been observations of the state of

occurrence (positive or truly negative) of this species in regions where these discrepancies

exist, estimates of prediction accuracy would also differ. Vaughan and Ormerod (2005)

suggest that 200 or more observations and at least 100 of the less common state of

occurrence (present/absent) are needed for rigorous evaluations. The ideal number will

vary somewhat by study because the spatial extent and resolution influences the required

number of samples (Dungan et al. 2002). One must also consider the spatial distribution of

these samples as they should be distributed so that they adequately represent the study area

in both geographic and environmental space (Vaughan and Ormerod 2003). Even in cases

with seemingly large numbers of samples, statistical evaluations can yield results at odds

with visual assessments of predictions. For a number of species modeled by Elith et al.

(2006, Appendix Fig. S1), the prediction maps for two or more methods have the same

AUC yet differ in their geographic distributions. These differences likely result from some

regions of the study area being under-represented in the samples used to evaluate the

models.

Although many modeling methods make use of limited observational data to produce

what appear to be useful predictions, probably no model evaluation metric can compensate

for evaluation data with poor spatial representation. There is no substitute for sufficient

field survey data to obtain reliable evaluations of predictive models. Nevertheless, in many

regions, the locality information available is largely presence-only data sourced mainly

from natural history collections. These kinds of data are not ideal for model evaluations

(Guisan et al. 2006; Pearce and Boyce 2006), but better alternatives are unlikely to be

available soon (Graham et al. 2004). Moreover, evaluations of predictive models are

sometimes not conceptually possible when species ranges are actively expanding or con-

tracting (Araújo and Guisan 2006). Araújo and Guisan (2006) advocate tailoring

evaluations to the purpose of the modeling exercise. Researchers should design evaluations

to maximize the usefulness of the resulting models. Here we employed the strongest

evaluation technique known for such limited samples of locality data. We recognize that

different models sometimes produce different geographic predictions even though statis-

tical evaluations do not acknowledge them. In these situations it may be best for scientists

familiar with the species to examine the predictions in light of our knowledge of the

species’ natural history and pattern of habitat occupation. Although specialist review is

controversial (Pearce et al. 2001; Seoane et al. 2005; McPherson et al. 2006), it may be the

only option for evaluating models derived from few observations or in cases in which

dispersal barriers or competition pressures from similarly-niched species are important

(Anderson et al. 2003).

Conclusion

This study can provide guidance to other researchers attempting to predict species’ dis-

tributions in under-studied landscapes. Although one approach might be to employ

multiple methods and identify consensus areas (Burgman et al. 2005; Araújo et al. 2006),

time and resource constraints may require reliance on a single model. Both Maxent and

Random Forests performed well for the species examined here. Maxent’s more continuous

predictions provide several advantages that Random Forests do not, but Random Forests

may be better for species with widely disjunct populations. Mahalanobis Typicalities also

1364 Biodivers Conserv (2008) 17:1353–1366

123



showed some promise for locally-distributed species, but generally seems better suited to

cases with large sets of locality data.
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Araújo MB, Guisan A (2006) Five (or so) challenges for species distribution modeling. J Biogeogr 33:1677–
1688
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